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Abstract

This paper presents an advanced GM(1,1) model which can improve the accuracy of the conventional grey prediction and applies it to discrete sliding-mode control (DSMC). Using a Lagrange polynomial to take as a compensator and combining it with the original GM(1,1) model, the proposed prediction method can decrease the prediction error and easily implement in microprocessors with less computing time and memories. Then we employ this technique in DSMC to detect the system unknown perturbation. Comparing with the conventional DSMC, the proposed algorithm can reduce the switching gain and result in that the system state is bounded in a smaller region. Numeric simulation results of a DC motor are given to illustrate the feasibility and successfulness of the proposed design.
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1. Introduction

The grey system [1], introduced by Professor Deng in 1982, is employed to deal with systems which are characterized by poor and incomplete information. The grey system theory is primarily classified into two categories: grey relational analysis and grey prediction. As a category of the grey system theory, the grey prediction is widely applied into various realms, such as earthquakes, temperature forecast [2], power demand [3], and system control [4], [5].

The first-order single-variable grey model, denoted as a GM(1,1) model, is the most popular approach for prediction and has been successfully applied to the controller design as a predictor [6-10]. Although the GM(1,1) model takes the advantages of simplicity and quickness, the limitation of its prediction accuracy is still arguable. To further improve the prediction accuracy, some investigators have proposed their modified versions of the GM(1,1) model. Hsu and Chen [2] combined residual modification with artificial neural network sign estimation to improve the prediction accuracy. Yao, et al [3] added an adaptive value in the grey differential equation to improve system performance. Su, Lin, and Hsu [4] proposed a Markov-Fourier grey model, in which Fourier series is used to fit residuals and Markov matrices is employed to encode possible global information generated by residuals. In addition, some investigators [11], [12] have paid their attentions to the optimization of the background value of the GM(1,1) model in order to improve the its prediction accuracy. Actually, these modified versions only improve the prediction accuracy on a small scale, especially for a non-monotone data sequence. In practice, these above methods are very complex and hard to implement on microprocessors. To overcome this issue, a novel grey predictor combined with a Lagrange polynomial, called as an advanced GM(1,1) model, is brought up not only aiming at a more precise estimation but also giving a reasonable computation time for on-line control. The addition of the Lagrange polynomial maintains the simplicity of grey prediction and decreases the original prediction error obviously.

Discrete sliding-mode control (DSMC) [13-16], has been developed for decades, based on its robustness to system perturbations and uncertainties. In general, the strategy of DSMC is to design a surface and then force the system trajectory to approach this surface and be stabilized. However, for the system with external disturbance, the system trajectory will swing in a bounded region around the surface and decrease the performance. The main problem in the traditional DSMC design is that the width of the bounded region is dominated by the external disturbance. Although the control purpose can be achieved, the performance is bad with larger external disturbance. In addition, for suppressing this larger external disturbance, it must pay more control gain.

In this paper, a DSMC with advanced GM(1,1) model which is used to predict external disturbance is proposed. The advanced GM(1,1) model can predict the unknown bounded disturbance which is impossibly possessed by DSMC of [17]. Replacing the boundary of external disturbance in DSMC by boundary of prediction error, it can efficiently reduce the width of the bounded region to improve the system performance with lower control gain. Besides, the simplicity of the integral
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design is more feasible to implement on real-time control.

In the next section, the fundamental configuration of grey prediction is briefly derived at first and the original GM(1,1) model is discussed. In section 3, an error compensation using a Lagrange polynomial is proposed to alleviate the prediction error of GM(1,1) model. Section 4 shows how to combine the advanced GM(1,1) model with DSMC. Simulation results of a DC motor are given to verify the achievement of the proposed method in section 5. Finally, the conclusion is given.

2. Problem Statement

Giving a positive sequence, a first-order single-variable grey model, denoted as the GM(1,1) model, can be adopted to obtain the predictive data. Let the positive sequence be

\[ x^{(0)} = \{x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(p)\} \]

where \( x^{(0)}(k) > 0 \), \( k = 1, 2, \ldots, p \), and \( p \geq 4 \). To establish the GM(1,1) model, three fundamental operations, which are the accumulated generating operation (AGO), the mean operation (MEAN) and the inverse accumulated operation (IAGO), are given by

AGO - \( x^{(i)}(k) = \sum_{j=1}^{i} x^{(0)}(j), \quad k = 1, 2, \ldots, p \),

MEAN - \( z^{(i)}(k) = \frac{1}{2} [x^{(i)}(k) + x^{(i)}(k-1)], \quad k = 2, 3, \ldots, p \),

and

IAGO - \( x^{(i)}(1) = x^{(i)}(1) \), \( x^{(i)}(k) = x^{(i)}(k) - x^{(i)}(k-1), \quad k = 2, 3, \ldots, p \).

It follows from (2) and (3) that the following inequality can be obtained

\[ z^{(i)}(k) - z^{(i)}(k-1) = \frac{1}{2} \left[ x^{(i)}(k) + x^{(i)}(k-1) \right] - \frac{1}{2} \left[ x^{(i-1)}(k-1) + x^{(i-1)}(k-2) \right] = \frac{1}{2} \sum_{j=1}^{i} x^{(0)}(j) - \frac{1}{2} \sum_{j=1}^{i-1} x^{(0)}(j) = \frac{1}{2} \left[ x^{(0)}(k-1) + x^{(0)}(k) \right] > 0 \]

as \( x^{(0)}(k) > 0 \) for all \( k \). According to grey system theorem [18], the GM(1,1) model is commonly constructed as the following grey differential equation

\[ x^{(0)}(k) + a z^{(0)}(k) = b, \quad k = 2, 3, \ldots, p \]

where \( a \) is the development coefficient and \( b \) is the grey input. Both \( a \) and \( b \) are unknown constants which needs to be further determined. Rewriting (5) into a matrix form yields

\[ y = D \begin{bmatrix} a \\ b \end{bmatrix} \]

where

\[ y = \begin{bmatrix} x^{(0)}(2) \\ \vdots \\ x^{(0)}(p) \end{bmatrix} \quad \text{and} \quad D = \begin{bmatrix} -z^{(1)}(2) & 1 \\ \vdots & \vdots & \vdots \\ -z^{(1)}(p) & 1 \end{bmatrix}. \]

The truth of \( z^{(i)}(k) > z^{(i)}(k-1) \) follows that \( D \) is of full rank. Based on the least square method, \( a \) and \( b \) can be solved from (6) as

\[ \begin{bmatrix} a \\ b \end{bmatrix} = (D^T D)^{-1} D^T y. \]

By directly modifying the solution of the above equation, the term \( x^{(i)}(k) \) is estimated as [18]

\[ \hat{x}^{(0)}(k) = \left[ x^{(0)}(1) - b/a \right] \exp \left(-a(k-1)\right) + b/a, \]

where \( \hat{x}^{(0)}(k) \) is the estimation of \( x^{(0)}(k) \). Further using IAGO in (4) yields

\[ \hat{x}^{(0)}(k) = (1 - \exp(a)) \left[ x^{(0)}(1) - b/a \right] \exp(-a(k-1)), \]

for \( k > p \). Clearly, \( \hat{x}^{(0)}(k) \) for \( k = 2, 3, \ldots \) are the so-called predictive data of the sequence (1), which can be expressed as

\[ \hat{x}^{(0)}(p+j) = (1 - \exp(a)) \left[ x^{(0)}(1) - b/a \right] \exp(-a(p+j-1)), \]

where \( j = 1, 2, \ldots \). For \( j = 1 \), the one-step-ahead predictive value would be obtained by

\[ \hat{x}^{(0)}(p+1) = (1 - \exp(a)) \left[ x^{(0)}(1) - b/a \right] \exp(-a p), \]

which is the first predictive value coming after the sequence (1).

For monotone sequences, the GM(1,1) model is a suitable way to do prediction. However, the prediction precision of the GM(1,1) model will decrease if the sequence varies faster. Moreover, from (11), it is found that the exponential term is difficult to implement on microprocessors. The advanced GM(1,1) model is proposed to increase accuracy of the sequence prediction. The exponential terms in advanced GM(1,1) model is simplified to implement easily in microprocessors. The advanced GM(1,1) model is applied to DSMC and simulated on a DC motor.

3. Grey Prediction with Linear Compensation

It is well known that the exponential function \( e^x \) can be extended as

\[ \exp(x) = \sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots. \]
For simplifying the exponential calculation, the first four terms in right side of (12) are only retained to be approximate exponential function,

\[
\exp(x) \approx 1 + \frac{x}{1!} + \frac{x^2}{2!} + \frac{x^3}{3!}.
\] (13)

Because the higher order terms in (12) are omitted, the real-time operation time is shorter much. In the practice application, the exactly exponential function is not feasible and its approximation is necessary. On the other hand, the approximate calculation will increase. Hence, choosing suitable approximate order can decrease the losing accuracy in any situation. Then substituting (13) into (11), we can rewrite the GM(1,1) model as

\[
\dot{x}_e(p+1) = \left( a + \frac{x^2}{2!} + \frac{a^3}{3!} \right) \times \left[ x^{(0)}(p) - \frac{b}{a} \right]
\]

\[
\times \left[ 1 - ap + \frac{a^2 p^2}{2} - \frac{a^3 p^3}{6} \right].
\] (14)

where the subscript \( e \) means approximate exponential operation. The index \( p \) is number of predictive reference values of grey prediction, \( p \geq 4 \). In general case, (14) can be expressed as

\[
\dot{x}_e(k+1) = \left( a + \frac{x^2}{2!} + \frac{a^3}{3!} \right) \times \left[ x^{(0)}(k-p+1) - \frac{b}{a} \right]
\]

\[
\times \left[ 1 - ap + \frac{a^2 p^2}{2} - \frac{a^3 p^3}{6} \right].
\] (15)

where

\[
\begin{bmatrix}
  a \\
  b
\end{bmatrix} = (D^T D)^{-1} D^T y, \quad y =
\begin{bmatrix}
  x^{(0)}(k-p+2) \\
  \vdots \\
  x^{(0)}(k)
\end{bmatrix}
\]

and

\[
D =
\begin{bmatrix}
  -z^{(0)}(k-p+2) & 1 \\
  \vdots & \vdots \\
  -z^{(0)}(k) & 1
\end{bmatrix}.
\] (16)

Note that the above equation is the least-square solution due to the non-square matrix \( D \). It is one of reasons caused the estimation error of grey prediction. For reducing the errors of original GM(1,1) model and approximate exponential operation, the Lagrange form of the interpolating polynomial [19] is applied to compensate the grey prediction. First, define an error function \( e(k) = x^{(0)}(k) - \dot{x}_e(k) \). After \( p \) times grey prediction, we have the data set \( \{ e(k-p+1), \ldots, e(k-1), e(k) \} \) at the \( k \)th sampling point. Using the concept of Lagrange interpolation, the compensation value of the next point is given by

\[
\hat{e}(k+1) = e(k-p+1)L_1(k+1) + e(k-p+2)L_2(k+1) + \cdots + e(k)L_p(k+1)
\]

\[
= \sum_{j=1}^{p} e(k-p+j)L_j(k+1).
\] (17)

where \( p \geq 2 \) and the function \( L_j(k+1) \) is the so-called Lagrange polynomial, which is given by

\[
L_j(k+1) = \prod_{i=1, i \neq j}^{p} \frac{k+1-i}{j-i}.
\] (18)

For example, if we choose the predictive reference value of grey prediction \( p = 4 \), the \( k \)th error term is estimated by

\[
\hat{e}(k+1) = -e(k-3) + 4 \cdot e(k-2) - 6 \cdot e(k-1) + 4 \cdot e(k).
\] (19)

Hence, the advanced GM(1,1) model compensated by the Lagrange polynomial is given by

\[
\hat{x}^{(0)}(k+1) = \hat{x}_e(k+1) + \hat{e}(k+1).
\] (20)

As the error of advanced GM(1,1) model is small, the low order Lagrange polynomial is enough to achieve the performance. However, if the prediction error is large, higher order polynomial and higher order grey model are both applied to decrease the error. Usually, higher order Lagrange polynomial is adopted because its operation is simpler than higher order grey model. Notice that the proper order compensation is more useful way not the highest order when memories, operation time and truncation error are limited.

### 4. Discrete Sliding-Mode Controller with Grey Prediction

Consider a discrete time system

\[
x(k+1) = Ax(k) + Bu(k) + w(k)
\] (21)

where \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R}^m \) and \( w(k) \in \mathbb{R}^m \) are the state vector, control input vector and matched disturbance vector, respectively. Assume that the pair \( (A, B) \) is controllable, where \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are constant matrices. We use the virtual eigenvalue method, proposed by Chang and Chen [17], to design the sliding surface. First by using the pole placement method, the feedback gain matrix \( \Phi \in \mathbb{R}^{m \times n} \) can be calculated such that \( A - BF \) is stable. The corresponding eigenvector matrix \( \begin{bmatrix} W_r \end{bmatrix} \) is given by

\[
\begin{bmatrix} W_r \end{bmatrix} (A - BF) = \begin{bmatrix} A & 0 \end{bmatrix} \begin{bmatrix} W_r \end{bmatrix},
\] (22)

where \( W_r \in \mathbb{C}^{(n-m) \times n} \) and \( W_r \in \mathbb{R}^{m \times n} \) are the left eigenvector matrices corresponding to eigenvalues of \( A \in \mathbb{C}^{n \times n} \) and \( \Psi \in \mathbb{R}^{m \times n} \), respectively. Both \( A \) and \( \Psi \) are diagonal matrices, which diagonal elements are assigned to be sliding-mode eigenvalues.
\{\lambda_1, \lambda_2, \ldots, \lambda_{n-m}\} and virtual eigenvalues \{\psi_1, \psi_2, \ldots, \psi_m\}, respectively. These virtual eigenvalues must satisfy the following conditions:

(C1) \psi_i \neq \lambda_j \text{ for } 1 \leq i \leq m \text{ and } 1 \leq j \leq n-m.

(C2) Any eigenvalues \{\psi_1, \psi_2, \ldots, \psi_m\} is not in the spectrum of A.

In general, the virtual eigenvalue \psi_i is designed as \psi_i \leq \lambda_i < 1 \text{ in discrete time systems, } i = 1, 2, \ldots, m. Notice that the virtual eigenvalue \psi_i does not affect sliding-mode but can adjust the speed of the system trajectory approaching the sliding surface.

The matrix \( W, B \in \mathbb{R}^{m \times n} \) is invertible under condition (C2). In addition, from \( W_i (A - BF) = \Psi W_i \), in (22) another important equation can be obtained as

\[
(W_i B)\Psi W_i (A - BF) = (W_i B)^{-1} \Psi W_i,
\]

where \( \Phi_i = (W_i B)^{-1} \Psi W_i \in \mathbb{R}^{m \times m} \) is a stable matrix with eigenvalues \{\psi_1, \psi_2, \ldots, \psi_m\}. The sliding surface \( s(k) \in \mathbb{R}^m \) can be selected as

\[
s(k) = Cx(k)
\]

where \( C = (W_i B)^{-1} W_i \). Multiplying \( C \) to both sides of (21), the real disturbance value at last sampling time can be given by

\[
w(k-1) = (CB)^{-1} \left[ Cx(k) - CAX(k-1) - CBu(k-1) \right] = Cx(k) - CAX(k-1) - u(k-1).
\]

Then we use the advanced GM(1,1) model to predict the disturbance. According to the three fundamental operations of advanced GM(1,1) model, if we choose \( p = 4 \), the following equations are given

AGO: \( w_i^0 (l) = \sum_{i=4}^{l} w_i (j) \).

MEAN: \( z_i (l) = \left[ w_i^0 (l) + w_i^0 (l-1) \right]/2 \),

IAGO: \( w_i (k-4) = w_i^0 (k-4) \)

where \( l = (k-4), (k-3), (k-2), (k-1) \), \( i = 1, 2, \ldots, m \).

Using (15), we have

\[
\hat{w}_i (k) = - \left( a_i - \frac{a_i^2}{2} + \frac{a_i^3}{6} \right) \times \left( w_i (k-4) - \frac{b_i}{a_i} \right) \times \left( 1 - \frac{a_i^2 (k-1)^2}{2} - \frac{a_i^3 (k-1)^3}{6} \right).
\]

The coefficients \( a_i \) and \( b_i \) are calculated by

\[
\begin{bmatrix}
a_i \\
b_i
\end{bmatrix} = (D_i^T D_i)^{-1} D_i^T y_i
\]

where

\[
y_i = \begin{bmatrix} w_i (k-3) \\ w_i (k-2) \\ w_i (k-1) \end{bmatrix} \quad \text{and} \quad D_i = \begin{bmatrix} -z_i (k-3) & 1 \\ -z_i (k-2) & 1 \end{bmatrix}.
\]

Let the approximated exponential operation error be \( e_i (k) = w_i (k-1) - \hat{w}_i (k-1) \). From (19), we have

\[
e_i (k) = -e_i (k-4) + 4e_i (k-3) - 6e_i (k-2) + 4e_i (k-1).
\]

Hence the advanced prediction vector is given by

\[
\hat{w}(k) = \begin{bmatrix} \hat{w}_1 (k) \\ \hat{w}_2 (k) \\ \vdots \\
\hat{w}_m (k) \end{bmatrix},
\]

where \( \hat{w}_i (k) = \hat{w}_i (k) + e_i (k) \). Let the prediction error \( e(k) = w(k) - \hat{w}(k) \) be bounded. It follows that

\[
\|e(k)\| < \delta \text{ where } \delta \text{ is a known constant.}
\]

Chen and Chang [17] proposed a two-layer DSMC design to deal with a system having matched and bounded disturbance. The two-layer design can avoid the high gain control in the conventional DSMC design. Applying the above advanced grey prediction of disturbance to the two-layer design method, the control law can be designed as

\[
u(k) = -Fx(k) - \hat{w}(k) - \Psi \sigma \begin{bmatrix} s(k) \\ \sigma \end{bmatrix}
\]

where \( \Sigma \in \mathbb{R}^{m \times m} \) is a diagonal matrix where the diagonal elements are all \( \sigma \) and the saturation function \( \text{sat}(s(k), \sigma) \) is given by

\[
\text{sat}(s(k), \sigma) = \begin{cases} 
\text{sgn}(s(k)) \times |s(k)| > \sigma \\
\frac{s(k)}{\sigma}, \quad |s(k)| \leq \sigma.
\end{cases}
\]

The parameter \( \sigma \) is designed as \( \sigma = \delta + \varepsilon \geq \delta \) where \( \varepsilon > 0 \) is a constant. Substituting (35) into (22), the state equation can be rewritten as

\[
x(k+1) = (A - BF)x(k) + B \begin{bmatrix} w(k) - \hat{w}(k) - \Psi \sigma \end{bmatrix} \text{sat}(s(k), \sigma)).
\]

Multiply \( C \) to both side of (36) to obtain

\[
s(k+1) = \Psi \sigma + \hat{w}(k) - \Psi \sigma \text{sat}(s(k), \sigma)\]

or

\[
s(k+1) = \Psi s(k) + \hat{w}(k) - \Psi s(k) \text{sat}(s(k), \sigma)\]

The behavior of \( s(k) \) is analyzed by the following theorem.

Theorem. Given system (21), if the control input is given by (34) and \( C \) is designed as (24), then the sliding
surface enters the approaching layer \( |s_i(k)| \leq \sigma \) in finite steps and is finally constrained in the sliding layer \( |s_i(k)| < \delta \).

**Proof:** Consider the following two cases;

Case I: When \( |s_i(k)| > \sigma \), (38) can be rewritten as

\[
s_i(k + 1) = \psi \sigma s_i(k) + \tilde{\omega}_i(k) - \psi \sigma \text{sgn}(s_i(k)) = \psi (|s_i(k)| - \sigma) \text{sgn}(s_i(k)) + \tilde{\omega}_i(k)
\]

and

\[
|s_i(k + 1)| \leq |\psi (|s_i(k)| - \sigma) \text{sgn}(s_i(k)) + \tilde{\omega}_i(k)| < \psi |s_i(k)| - \psi \sigma + \delta \\
< \psi |s_i(k)| - \psi \sigma + \delta \\
< \psi |s_i(k)| - \psi \sigma + \epsilon
\]

where \( 0 < \psi, \epsilon < 1 \) and \( \epsilon > 0 \). The above inequality (40) shows that the sliding surface enters the so-called approaching layer \( |s_i(k)| \leq \sigma \) in finite steps. Note that the approaching speed can be adjust by the parameter \( \psi \).

Case II: When \( |s_i(k)| \) is in the approaching layer \( |s_i(k)| \leq \sigma \), we can obtain the following relationship

\[
s_i(k + 1) = \psi s_i(k) + \tilde{\omega}_i(k) - \psi \sigma \cdot s_i(k) / \sigma = \tilde{\omega}_i(k)
\]

and

\[
|s_i(k + 1)| < \delta .
\]

Hence \( |s_i(k)| \) indeed enters the approaching layer in finite steps and is finally constrained in the sliding layer \( |s_i(k)| < \delta \). The proof is completed.

If the approaching layer is designed as \( \sigma = \delta / \psi \), the convergence of the sliding surface is still guaranteed. In practice, the upper bound of prediction error \( \delta \) can not be obtained exactly. For holding the convergence of the sliding surface, we add \( \epsilon \) to dominate the thickness of the approaching layer.

### 5. Simulation Results

Consider a continuous time DC motor [20] where its discrete time model is

\[
x(k + 1) = Ax(k) + b(u(k) + w(k)).
\]

where

\[
A = \begin{bmatrix}
-0.0005 & -0.0022 & 0 \\
0.2412 & 0.9642 & 0 \\
0.0024 & 0.0098 & 1
\end{bmatrix} \quad \text{and} \quad b = \begin{bmatrix}
0.0324 \\
0.4012 \\
0.0022
\end{bmatrix}.
\]

Let \( w(k) = 0.1 \cos (0.20k) + 0.05 \sin (0.46k) \) and design

\[
f = [-13.7194 \quad 0.0696 \quad 0.4276] , \quad A = \begin{bmatrix}
0.95 & 0 \\
0 & 0.93
\end{bmatrix}
\]

and \( \psi = 0.05 \) such that \( A - bf \) is stable. The vector \( e = [27.5388 \quad 0.2612 \quad 0.8552] \) is calculated by (25). The controller parameter \( \epsilon \) is chosen as 0.021. The initial condition is set as \( x(0) = [0.8 \quad 0.1 \quad 0.1]^T \).

In the DC motor case, the second order Lagrange polynomial compensation is enough to achieve the prediction performance and hence is selected. The higher order compensation maybe increases little prediction performance but brings large large computing time and memories cost. First, two trajectories of the state norms, which controlled by DSMC with and without advanced GM(1,1), are depicted in Figure 1. It is easy to see the better performance which controlled by DSMC with advanced GM(1,1). Figure 2 shows the prediction errors with advanced GM(1,1) and GM(1,1) model. It is obviously verify that the prediction performance of advanced GM(1,1) model is indeed more than GM(1,1) model. The trajectories of \( x(k) \) are depicted in Figures 3 to 5. With GM(1,1) model, unless \( x_1 \) approaches to zero, \( x_2 \) and \( x_3 \) are not suppressed to zero. On the other hand, all states with the advanced GM(1,1) model approach to zero. The sliding surface \( s(k) \) is shown in Figures 6 and 7. The system trajectory exponentially enters the approaching layer in finite steps and is finally bounded in the sliding layer in the case of advanced GM(1,1) model, but GM(1,1) model doesn’t have the phenomenon. The control inputs in both cases are depicted in Figure 8. The control input with advanced GM(1,1) model successfully force the system to be stable and its magnitude is quite small. Based on these figures, applying the proposed control law and advanced GM(1,1) model to real cases, e.g. DC motors, is feasible and reliable.

### 6. Conclusion

The advanced GM(1,1) model, compensated by a Lagrange polynomial, is proposed and indeed decreases the prediction error. Simulation results indicate that the proposed prediction indeed improve the accuracy of the original GM(1,1) model. Using the prediction technique of the advanced GM(1,1) model in DSMC, it follows that the controller needs only a lower switching gain and the system performance is better than the conventional design method. The proposed control law is successfully feasible by simulation results of a DC motor.
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